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A B S T R A C T

Recently modeling and analysis of product quality propagation in multi-stage manufacturing systems has re-
ceived lots of attention. However, most existing results are focused on steady state performance, while transient
analysis of system quality remains largely unexplored. When product changeover or scheduled maintenance
happens, the system quality may undergo transients, which describe the system quality behavior before ap-
proaching the steady state at targeted levels of quality and cost. It is of practical importance to comprehensively
investigate the quality performance especially during transients in order to reduce quality loss and improve
product quality. In this paper, a Markov model is developed to address quality propagation in a two-stage
manufacturing system with remote quality information feedback during transients. Based on the proposed
mathematical model, analytical formulas for evaluating transient quality performance including the real-time
product quality, settling time, and quality loss due to transients, are derived. In addition, the monotonicity
properties of critical transient system characteristics and quality performance metrics are explored. The pro-
posed method is validated with numerical data and real-world data, and the results demonstrate the effective-
ness for transient quality analysis in two-stage manufacturing systems.

The notions used in this paper are described as follows.

1. Introduction

Flexible manufacturing systems have received substantial research
in the past few decades (Zhao, Li, & Huang, 2016) and are becoming
more and more important in modern manufacturing industry. For ex-
ample, multiple types of engines are made in batches on the same
production line. Unlike the conventional assumption that quality re-
lated issues have minimal impact, recent studies have shown that
flexibility and quality are tightly coupled (Inman, Blumenfeld, Huang,
& Li, 2013). In machining process, the product quality is dominated by
the location precision of the flexible fixtures, and product changes will
lead to quality defects introduced by errors of frequent fixture location
readjustment. To deal with this, typically in practice, production is
scheduled with batch policy in flexible systems to reduce product
changes which may impede quality. Besides, preventive maintenance
has become a prevailing trend to ensure machine reliability and product
quality. After product changeover or scheduled maintenance activity
happens, the system quality may undergo transients. A main reason is
due to the initial condition of manufacturing system such as the flexible
fixtures location readjustment errors after a new production period

starts. Quality transients, which describe the system quality behavior
before approaching the steady state production at targeted levels of
quality and cost, are of critical practical importance. During the tran-
sients, the mean of system quality measure is not stable and can be
quite different from that of the steady state, leading to quality de-
gradation and associated quality loss. For example, three types of en-
gine cylinder blocks (B12, B15 and N12 series) are made in batches on a
flexible manufacturing line at a certain engine plant. After product
changeover, the processing data of a product characteristic is recorded
for successive workpieces and plotted in Fig. 1. It is shown that the
processing data fluctuate rather widely for the fresh restart (the quali-
fied rate is low) and then gradually approach the steady state. Similar
scenarios can be found in automotive painting, welding and assembly
systems as well (Zhao et al., 2016). However, such an issue remains
largely unexplored. Few quantitative model and analytical method
addressing the coupling between manufacturing system and quality
propagation in terms of system transient duration are found in current
literature work. Therefore, it is of critical importance to comprehen-
sively investigate the quality performance especially during transients
in order to shorten changeover time, reduce cost, and improve quality.

Most modern manufacturing systems consist of a large number of
stages. In multi-stage manufacturing systems (MMSs), the variations of
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final quality are the accumulation of variations introduced and propa-
gated from all stages. Among the enormous research on modeling and
analysis of MMSs for quality, analytical methods are presented based on
fundamental physical laws. The pioneering work of Jin and Shi (1999)
proposed the most popular analytical method of state space model,
which links engineering knowledge of variation sources with final
quality measurement data. Later, the state space model is extended into
three dimensional assembly systems (Huang, Lin, Bezdecny, Kong, &
Ceglarek, 2007a; Huang, Lin, Kong, & Ceglarek, 2007b) and machining
systems (Abellan-Nebot, Liu, Subirón, & Shi, 2012; Du, Yao, & Huang,
2015c; Du, Yao, Huang, & Wang, 2015b). A complete review of related
work is provided by Shi (2006) and Shi and Zhou (2009). Typically the
state space model depends on complicated kinematics of manufacturing
process, or is only applicable to dimensional errors which limits its
further application (Ju, Li, Xiao, Huang, & Biller, 2014).

In another direction, there has been an increasing trend of exploring
the coupling between manufacturing system and product quality using
Markov analytic models. In Inman et al. (2013), review of related pa-
pers and empirical evidence concluded that manufacturing system de-
sign has a significant impact on quality and several research opportu-
nities were presented from the automotive industry perspective. Since
then, the interaction between manufacturing system and quality has
become a focus of research. Wang, Li, Arinez, and Biller (2012, 2013)
developed Markov models to quantify the probability of good parts,

investigated the nonmonotonic properties, and introduced indicators
for the quality improvability. A serial production line with determi-
nistic service durations and random setups was modeled as a Markov
chain in semiconductor manufacturing (Kim & Morrison, 2015). A
Markovian approach was developed to model the effects of main-
tenance on wind turbine components at components lifecycle phases
(Ossai, Boswell, & Davies, 2016). Zhong, Li, Bain, and Musa (2016a)
introduced a Markov model to study e-visits in primary care clinics. The
results show that the first come first serve policy typically leads to the
best performance. Xie, Li, Swartz, Dong, and DePriest (2016) presented
a Markov chain to describe the ward patient status and analyze the
patient rescue processes, which are characterized by the transitions
between different patient states. A system-theoretic method based on
Markov model was presented to address the limited availability of care
providers in a mammography testing center in Zhong, Li, Ertl,
Hassemer, and Fiedler (2016b). Applications of Markov modeling ap-
proach also include automotive paint shops (Ju, Li, Xiao, & Arinez,
2013), a furniture assembly system (Zhao & Li, 2014), battery manu-
facturing (Ju et al., 2014), patient care delivery (Wang, Zhong, Li, &
Howard, 2014), stochastic inventory control policy (Zhu, Liu, & Chen,
2015), surgical work flow disruptions (Shao et al., 2015), condition-
based maintenance policy (Tang, Yu, Chen, & Makis, 2015), scrap
counts reduction in semiconductor systems (Wu, Chien, Chuang, &
Cheng, 2016), energy conversion equipment degradation (Zhou, Yu,
Zhang, & Weng, 2016).

Despite of these efforts, note that most of the current research ad-
dressing product quality and manufacturing systems are concerned
with steady-state analysis, while the behavior of system quality during
transients is still in need for further exploration. Recently, there has
been a rising effort devoted to transient analysis of manufacturing
systems in terms of throughput analysis. Among the publications
available on transient throughput performance, Zhang, Wang, Arinez,
and Biller (2013) studied the transient throughput properties of pro-
duction lines based on Markov model in the framework of finite buffers
and Bernoulli reliability machines. Later more extending studies in-
clude multi-stage Bernoulli machines (Wang & Li, 2015), multi-stage
geometric machines (Chen, Wang, Zhang, Arinez, & Xiao, 2016), as-
sembly systems (Jia, Zhang, Arinez, & Xiao, 2015a), batch-based pro-
duction lines (Jia, Zhang, Arinez, & Xiao, 2014), finite production run-
based serial lines (Jia, Zhang, Chen, Arinez, & Xiao, 2016b), closed
production lines (Jia & Zhang, 2017). Applications of transient
throughput analysis in Bernoulli lines are reported in Wang, Hu, and Li

Nomenclature

Mi the i th stage in MMSs
gi Mi is producing a good product
di Mi is producing a defective product
α1 the probability for M1 to transit from state g1 to state d1
β1 the probability for M1 to transit from state d1 to state g1
γi when the coming part is good, the probability for Mi to

transit from state gi to state di
μi when the coming part is good, the probability for Mi to

transit from state di to state gi
ηi when the coming part is defective, the probability for Mi to

transit from state gi to state di
θi when the coming part is defective, the probability for Mi to

transit from state di to state gi

+g gi i 1 Mi is producing a good product and +Mi 1 is also producing
a good product

+g di i 1 Mi is producing a good product and +Mi 1 is producing a
defective product

+d gi i 1 Mi is producing a defective product and +Mi 1 is producing
a good product

+d di i 1 Mi is producing a defective product and +Mi 1 is also pro-
ducing a defective product

P t(·, ) the probability of the system in a certain state at time t
X t( )i the matrix of state probabilities at time t for the system

with i stages
Ai the matrix of state transition probabilities for the system

with i stages
P g t( , )i the probability of producing good product for the system

with i stages at time t
λ2 the second largest eigenvalue (SLE) of the state transition

probabilities matrix, which characterizes the duration of
system quality transients

P g( )i SS the steady-state probability to produce good product for
the system with i stages

Φ2 the pre-exponential coefficient (PEC) corresponding to
SLE, which characterizes the impact that the SLE has on
the system transients of quality performance

tS the settling time of the system quality performance to
reach the steady state

LQ the quality loss due to system transients

Fig. 1. The processing data of a product characteristic for successive workpieces after
system restarts.
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(2010), Chen, Zhang, Arinez, and Biller (2013), Jia, Zhang, Arinez, and
Xiao (2015b, 2016a), Ju, Li, and Horst (2017).

Although considerable research has been devoted to steady-state
quality performance in manufacturing systems, to the best of our
knowledge, there is no research paper focused on developing analytical
methods to evaluate the quality propagation in manufacturing systems
with remote quality information feedback (RQIF) during transients. In
manufacturing systems with RQIF, defective products from upstream
stages will not go out of the system until the final stage and may be
corrected by downstream stages. Actually in real manufacturing sys-
tems, there do exist the condition where a part with dissatisfactory
quality becomes good after processed by downstream stages. Taking a
hole with dimension requirement −

+10 0.04
0.04 (mm) for instance, when after

rough machining, its dimension is 9.7 (mm) which is dissatisfactory,
then it can be corrected to −

+10 0.04
0.04 (mm) by the downstream finish stage.

In other words, the coming parts may be good or defective for each
stage before being processed and there exist both quality degradation
and quality correction. Therefore, developing a method to reflect these
characteristics and to investigate the quality propagation in such sys-
tems during transients is of importance. This paper is intended to
contribute to this end. The main contribution of this paper is in de-
veloping a Markov model to evaluate the dynamics of quality perfor-
mance in a manufacturing system with RQIF during transients. Closed
formulas to describe the transient quality are derived and structural
properties of system operational parameters with respect to quality are
investigated.

The rest of this paper is organized as follows. Section 2 introduces
problem assumptions and formulates a Markov model to analyze
quality propagation in two-stage manufacturing system with RQIF
during transients. Analytical expressions to evaluate the evolution of
system quality performance are derived. In Section 3, transient quality
characteristics and the monotonicity properties are analyzed. In Section
4, the settling time and an approximation are investigated. In Section 5,
quality loss due to transients is explored and guidance for continuous
improvement is presented. A case study at engine manufacturing plant
is conducted to verify the proposed method in Section 6. Finally, con-
clusions are formulated in Section 7.

2. Modeling of manufacturing systems

2.1. Assumptions and problem formulation

In reality due to resource constraints, manufacturing systems with
RQIF are very common (Montgomery, 2009). RQIF represents the si-
tuation where most but not all operations are reliable in quality and the
quality defects are only inspected and identified at the end of the
production line. Such systems can be found in assembly systems
(Zantek, Wright, & Plante, 2006), semiconductor manufacturing (Kim &
Gershwin, 2008), engine manufacturing (Du & Xi, 2012), and aircraft
horizontal stabilizer assembly (Du & Lv, 2013; Du, Lv, & Xi, 2012).

The following assumptions 1–6 address manufacturing systems with
RQIF, system state transition, inspection and quality characteristics.

1. The manufacturing system consists of n stages and an inspection
station which is at the end of the manufacturing system.

2. The time axis is slotted with slot duration τ equals to the cycle time
of the machines. Only the working or production period of the
system is considered. Machine breakdowns are not considered.

3. The quality of the product manufactured by stage ⩾M i( 2)i relies on
both the state of stage Mi and the quality of the coming part from
upstream stage −Mi 1. There exist not only quality degradation but
also quality correction in the system. The product quality may get
worse or better after processed by a certain stage.

4. In terms of the state of stage Mi, define that the stage = …M i n( 1,2, , )i
is in a good state gi or a defective state di if it is producing a product
with good quality or defective quality at time t.

5. In terms of the quality of the coming part for stage ⩾M i( 2)i at time
t , it depends on the state of product from upstream stage −Mi 1 at
time −t( 1). The good state −gi 1 or defective state −di 1 of stage −Mi 1
means good product or defective product after processed by stage

−Mi 1 at time −t( 1), which is good or defective coming part for Mi at
time t, respectively.

6. The state of M1 is not affected by the state of M2. When M1 is in good
state g1, it has probability α1 to transit to defective state d1 and
probability −α(1 )1 to good state g1. When M1 is in defective state d1, it
has probability β1 to transit to good state g1 and probability −β(1 )1 to
defective state d1 (see Fig. 2).

With good coming parts, when ⩾M i( 2)i is in good state gi, it has
probability γi to transit to defective state di and probability −γ(1 )i to
good state gi. When Mi is in defective state di, it has probability μi to
transit to good state gi and probability −μ(1 )i to defective state di (see
Fig. 2).

With defective coming parts, when ⩾M i( 2)i is in good state gi, it
has probability ηi to transit to defective state di and probability −η(1 )i to
good state gi. When Mi is in defective state di, it has probability θi to
transit to good state gi and probability −θ(1 )i to defective state di (see
Fig. 2).

The state transition diagrams of two-stage manufacturing systems is
shown in Fig. 2. Between the stages, the solid line with arrow represents
good coming parts, and the dashed line with arrow represents defective
coming parts.

Note that ⩾α γ η i, , ( 2)i i1 are referred as quality failure probabilities
and ⩾β μ θ i, , ( 2)i i1 as quality repair probabilities. In this paper, we focus
on two-stage manufacturing systems with RQIF (see Fig. 3). Multi-stage
manufacturing systems with RQIF is more complicated and will be
studied in the future.

The transition probabilities of the manufacturing system can be
estimated based on statistical analysis of historical processing data. The
steps are as follows. We first keep records of the product quality before
and after each stage and mark them as good or defective. For a certain

2 2

1- 2

1- 2

g2

d2

2 2

1- 2

1- 2

stage M1 stage M2

g1

d1

1 1

1- 1

1- 1

Fig. 2. State transition diagrams of two-stage manufacturing systems.

Stage 1 Stage 2 Inspection

Quality information feedback

Fig. 3. A two-stage manufacturing system with remote quality information feedback.
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part j which is processed by stage ⩾−M i( 2)i 1 , it can be either good or
defective coming part for the downstream stage Mi. And the previous
part −j( 1) after processed by Mi may also be good or defective. After
part j is processed by Mi, in terms of a good or defective coming part,
there exist four possible statuses for Mi, respectively.

(1) The previous part −j( 1) after processed by Mi is good and part j is
also good;

(2) The previous part −j( 1) after processed by Mi is good but part j is
defective;

(3) The previous part −j( 1) after processed by Mi is defective but part j
is good;

(4) The previous part −j( 1) after processed by Mi is defective and part j
is also defective.

When the coming part is good, the proportion of statue (2) re-
presents transition probability α1 of M1 or γi of ⩾M i( 2)i . And the pro-
portion of statue (3) represents transition probability β1 of M1 or μi of

⩾M i( 2)i . When the coming part is defective, the proportions of (2) and
(3) would be taken as ηi and θi, respectively. By implementing the steps,
the transition probabilities data necessary are estimated based on his-
torical processing data analysis.

The steady state performance of manufacturing systems described
by assumptions 1–6 has been explored in Du, Xu, Huang, and Yao
(2015a). This paper addresses their transient quality. Thus the problem
to be addressed is: under the above assumptions, develop analytical a
model that describes the transient quality of two-stage manufacturing
systems with RQIF as a function of system parameters, and to develop
analytical methods for their quality performance evaluation during
transients.

2.2. Mathematical model

For a two-stage manufacturing system, it has the following four
quality states at a certain time t :(1) state g g1 2 which means that both M1

and M2 are producing good products; (2) state g d1 2 which means that M1

is producing good product while M2 is producing defective one; (3) state
d g1 2 which means that M1 is producing defective product while M2 is
producing good one; (4) state d d1 2 which means that both M1 and M2 are
producing defective products.

Under assumptions 1–6, the two-stage manufacturing system with
RQIF is characterized by an ergodic Markov chain with the four states
described above. The states of the Markov chain at time t in matrix form
are denoted as

=X t P g g t P g d t P d g t P d d t( ) [ ( , ) ( , ) ( , ) ( , )]T
2 1 2 1 2 1 2 1 2 (1)

The system transits among these four states with certain transition
probabilities. To calculate the state transition probabilities between the
four states, take the transition from state g g t( , )1 2 to state +d g t( , 1)1 2 as
an example. This transition means that: (1) M1 produces good product
and passes it to M2, then M1 transits from producing good product to
producing defective one with probability α1 (see assumption 6); (2) with
good coming part, M2 maintains good state g2 with probability −γ(1 )2
(see assumption 6). The transition probability from state g g t( , )1 2 to

+d g t( , 1)1 2 can be calculated as the product of the two probabilities,
−α γ(1 )1 2 . Similarly, all the other transition probabilities can be ob-

tained. And put these transition probabilities in matrix form, we have
the state transition probabilities matrix,

=

⎡

⎣

⎢
⎢
⎢
⎢

− − − −
− − − −

− − − −
− − − −

⎤

⎦

⎥
⎥
⎥
⎥

A

α γ α μ β η β θ
α γ α μ β η β θ

α γ α μ β η β θ
α γ α μ β η β θ

(1 )(1 ) (1 ) (1 )
(1 ) (1 )(1 ) (1 )

(1 ) (1 )(1 ) (1 )
(1 ) (1 ) (1 )(1 )

2

1 2 1 2 1 2 1 2

1 2 1 2 1 2 1 2

1 2 1 2 1 2 1 2

1 2 1 2 1 2 1 2 (2)

To illustrate the matrix A2, take state probability +P g g t( , 1)1 2 for ex-
ample, the system can transit to state +P g g t( , 1)1 2 from state P g g t( , )1 2 ,
P g d t( , )1 2 , P d g t( , ),1 2 P d d t( , )1 2 with certain transition probability, re-
spectively. We have

+ = + + +
+ + + +
= − − + −
+ − +

P g g t P g g t g g t P g g t P g g t g d t P g d t
P g g t d g t P d g t P g g t d d t P d d t

α γ P g g t α μ P g d t
β η P d g t β θ P d d t

( , 1) ( , 1| , ) ( , ) ( , 1| , ) ( , )
( , 1| , ) ( , ) ( , 1| , ) ( , )

(1 )(1 ) ( , ) (1 ) ( , )
(1 ) ( , ) ( , )

1 2 1 2 1 2 1 2 1 2 1 2 1 2

1 2 1 2 1 2 1 2 1 2 1 2

1 2 1 2 1 2 1 2

1 2 1 2 1 2 1 2

To calculate the final quality of the product, calculate the prob-
ability that M2 is in state g2 of producing good quality product. Denote
P g t( , )2 as the probability of producing good product of the system and it
follows that,

= +P g t P g g t P d g t( , ) ( , ) ( , )2 1 2 1 2 (3)

Similarly, the probability to produce a defective part P d t( , )2 is

= +P d t P g d t P d d t( , ) ( , ) ( , )2 1 2 1 2 (4)

The evolution of X t( )2 can be described by the following constrained
linear equation:

+ =X t A X t( 1) ( )2 2 2 (5)

+ + + =P g g t P g d t P d g t P d d t( , ) ( , ) ( , ) ( , ) 11 2 1 2 1 2 1 2 (6)

And the evolution of P g t( , )2 and P d t( , )2 is

= ⎡
⎣⎢

⎤
⎦⎥

= = ⎡
⎣

⎤
⎦

y t
P g t
P d t

CX t X t( )
( , )
( , )

( ) 1 0 1 0
0 1 0 1 ( )2

2

2
2 2

(7)

Eqs. (5)–(7) describe the transients of the system and the transient
quality performance measures. Actually the results in Du et al. (2015a)
for steady-state quality analysis can be regarded as a special case when

→ ∞t . In this paper, we derive methods to analyze these performance
measures during transients.

3. Properties of transient quality characteristics

In this section, two transient quality characteristics are investigated
in Section 3.1. The second largest eigenvalue (SLE) of the state transi-
tion probability matrix characterizes the duration of system transients.
And the pre-exponential coefficients (PEC) can be seen as the impact
that the SLE has on the transients of product quality performance. The
monotonic properties of SLE and PEC with respect to system parameters
are explored by extensive numerical experiments in Section 3.2, and
Section 3.3, respectively.

3.1. Transient quality characteristics

For two-stage manufacturing systems defined by assumptions 1–6, it
follows from mathematical models that A2 is the state transition prob-
ability matrix of an ergodic Markov chain, thus it has a unique largest
eigenvalue equal to one. Arrange all the four eigenvalues of A2 as fol-
lows:

= > ⩾ ⩾λ λ λ λ1 | | | |1 2 3 4

Based on matrix theory, there exists a non-singular matrix Q, with
which A2 can be transformed to the diagonal matrix whose diagonal
elements are the eigenvalues of A2. This is called matrix diagonaliza-
tion. In mathematical form, we have

=−QA Q diag λ λ λ[1 ]2
1

2 3 4

where −Q 1 is the inverse matrix of Q.
Introduce the following substitution

=∼X t QX t( ) ( )2 2 (8)
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Substitute Eq. (8) into Eqs. (5)–(7), thus Eqs. (5)–(7) are transformed to

+ = ∼∼ ∼X t A X t( 1) ( )2 2 2 (9)

= ∼∼y t CX t( ) ( )2 2 (10)

where

= =∼ −A QA Q diag λ λ λ[1 ]2 2
1

2 3 4

= = ⎡

⎣
⎢

⎤

⎦
⎥

∼
∼ ∼ ∼ ∼
∼ ∼ ∼ ∼

−C CQ
C C C C
C C C C

1 11 12 13 14

21 22 23 24

According to Eq. (9), the evolution of system states is denoted as

= =∼∼ ∼ ∼X t A X diag λ λ λ X( ) (0) [1 ] (0)
t t t t

2 2 2 2 3 4 2 (11)

where

=∼X QX(0) (0)2 2

Eqs. (8) and (11) show that Markov chain ∼X t( )2 and X t( )2 approach
their steady states as exponential functions of time t with parameter λi.
Among the four eigenvalues, since the unique largest eigenvalue is
equal to one, it’s obvious that the second largest eigenvalue (SLE) of A2

characterizes the duration of system transients.
As shown in Eq. (10), the evolution of P g t( , )2 and P d t( , )2 can be

denoted as,

⎡
⎣⎢

⎤
⎦⎥

= ⎡

⎣
⎢

⎤

⎦
⎥

∼ ∼ ∼ ∼
∼ ∼ ∼ ∼

∼P g t
P d t

C C C C
C C C C

diag λ λ λ X
( , )
( , )

[1 ] (0)t t t2

2

11 12 13 14

21 22 23 24
2 3 4 2

(12)

Considering that the first element of ∼X (0)2 is =∼X (0) 12,1 (the first row of
Q is the left eigenvector of A2 given by [1 1 1 1]), it follows that,

⎡
⎣⎢

⎤
⎦⎥

= ⎡

⎣
⎢

+ + +

+ + +
⎤

⎦
⎥

∼ ∼ ∼ ∼

∼ ∼ ∼ ∼

∼ ∼ ∼

∼ ∼ ∼
P g t
P d t

C C X λ C X λ C X λ

C C X λ C X λ C X λ

( , )
( , )

(0) (0) (0)

(0) (0) (0)

t t t

t t t
2

2

11 12 2,2 2 13 2,3 3 14 2,4 4

21 22 2,2 2 23 2,3 3 24 2,4 4 (13)

Denote P g( )SS2 and P d( )SS2 as the steady-state probability to produce
good product of the system and the probability to produce defective
product, respectively, and we have

= = ∼
→∞

P g P g t C( ) lim ( , )SS
t2 2 11 (14)

= = ∼
→∞

P d P d t C( ) lim ( , )SS
t

2 2 21 (15)

It follows that
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Fig. 4. SLE as a function of α1 and β1.
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⎡
⎣⎢

⎤
⎦⎥

=
⎡

⎣

⎢
⎢
⎢

+ + +

+ + +

⎤

⎦

⎥
⎥
⎥

∼ ∼ ∼

∼ ∼ ∼

∼
∼

∼
∼

∼
∼

∼
∼

∼
∼

∼
∼

( )
( )

P g t
P d t

P g X λ X λ X λ
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Eq. (16) suggests that the transients of P g t( , )2 and P d t( , )2 are char-
acterized not only by the eigenvalues λi of transition matrix A2 but also

by the pre-exponential coefficients (PECs), i.e.,
∼

∼
C

C
ij

i1
, where

= =i j1,2, 2,3,4. Since λ2 is the SLE, to be consistent, the most important
PECs are

∼
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Coefficients Φ1 and Φ2 can be seen as the impact that the SLE has on
the transients of product quality performance. The larger the coeffi-
cients, the larger the impact is.

As mentioned above, the SLE and PEC characterize the system
quality transients. To investigate the properties of these transient
quality characteristics, extensive numerical experiments have been
carried out by randomly selecting the parameters of two-stage manu-
facturing systems defined by assumptions 1–6 in a reasonable set.

In our model, the value ranges of quality failure probabilities and
quality repair probabilities generally are [0,1]. In the numerical ex-
periments, considering actual production conditions, the value ranges
are narrowed down according to some works (Wang, Li, Arinez, &
Biller, 2013; Wang et al., 2010) and it is assumed that

(1) Quality failure probabilities with good coming parts are relatively
small, ∈α [0,0.1]1 and ∈γ [0,0.1]2 .

(2) Quality repair probabilities with good coming parts are relatively
large, ∈β [0.6,0.9]1 and ∈μ [0.6,0.9]2 .

(3) Quality failure probabilities and quality repair probabilities with

defective coming parts, ∈η [0,0.6]2 and ∈θ [0,0.4]2 .

3.2. Analysis of the SLE

The SLE of the system states transition probability matrix A2, i.e., λ2,
characterizes the duration of system transients. The rate of system
convergence is described by SLE approximately. Larger SLE indicates
slower convergence and longer duration of system transients.

In the framework of model defined by assumptions 1–6, the SLE is a
function of the system parameters. Based on matrix theory, the char-
acteristic polynomial of transition probability matrix A2 is

− = − − − − + − +λI A λ λ K λ λ M α N β MNK| | ( 1)( )[ ( (1 ) (1 )) ]2
2

1 1 (18)

where I is identity matrix, and

= − − = − − = − −K α β M μ γ N θ η1 , 1 , 11 1 2 2 2 2 (19)

In the numerical analysis, for simplification, we consider the case where
the transition probabilities with good coming parts are identical for M1

and M2, denoted as the equal stage case, i.e.,

= =α γ β μ,1 2 1 2 (20)

Then, Eq. (18) can be simplified as follows,

− = − − − − + − +λI A λ λ K λ λ K α N β NK| | ( 1)( )[ ( (1 ) (1 )) ]2
2

1 1
2 (21)

leading to the four eigenvalues of matrix A2. Denoting x1 and x2 as
follows,

= − + − + − + − −

= − + − − − + − −

x K α N β K α N β NK x

K α N β K α N β NK

1
2

{( (1 ) (1 )) ( (1 ) (1 )) 4 }

1
2

{( (1 ) (1 )) ( (1 ) (1 )) 4 }
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2 2

2

1 1 1 1
2 2

(22)

Thus, among the four eigenvalues 1, K , x1, x2, the SLE can be either K or
x1, depending on the value of K and x1. If >K x1, the SLE of transition
probability matrix A2 is K ; if the inequality is reversed, the SLE of
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transition probability matrix A2 is x1.
In order to explore the properties of transient quality metric SLE as a

function of system parameters α1, β1, η2 and θ2, extensive numerical
analysis are carried out by selecting the system parameters randomly
and equiprobably from the sets in Section 3.1. Firstly, the properties of
SLE regarding α1 and β1 are studied, and then the properties of SLE
regarding η2 and θ2 are studied.

With respect to α1 and β1, due to space limitation, three typical
examples are shown in Fig. 4 instead of all the manufacturing systems
explored extensively. The three example groups of systems are with (a)

=η 0.32 , =θ 0.22 , (b) =η 0.52 , =θ 0.22 , (c) =η 0.52 , =θ 0.42 , respec-
tively.

The monotonic properties of SLE regarding system parameters α1

and β1 are plotted in Fig. 4 for the three example groups of systems. As
shown in Fig. 4, for every group of system, there are two surfaces
plotted, i.e., one surface is eigenvalue K and the other is eigenvalue x1.
As mentioned previously, the larger value between K and x1 is the SLE.
For small β1, >K x1 and K is the SLE. As β1 increases, K and x1 intersect.
For large β1, <K x1 and x1 is the SLE. Both K and x1 are monotonically
decreasing in α1, and monotonically decreasing in β1. Thus, SLE (the
larger value between K and x1) is monotonically decreasing in α1 and β1.
More explicitly, the behavior of SLE with respect to β1 is shown in 2D
graph in Fig. 5. From Figs. 4 and 5, the following result is concluded.

Numerical Result 1. SLE is a monotonically decreasing function of α1

and β1.
Remark 1. Note that the three example groups of systems in Fig. 4 are
presented for demonstration. Actually, Numerical Result 1 is observed
for two-stage manufacturing systems defined by assumptions 1–6 on a
general basis and not only for the three groups of systems
demonstrated. The same is true for Numerical Results 2 through 9.

Similarly, with respect to η2 and θ2, three typical examples are
shown in Fig. 6 instead of all the manufacturing systems explored. The
three example groups of systems are with (a) =α 0.051 , =β 0.61 , (b)

=α 0.051 , =β 0.71 , (c) =α 0.11 , =β 0.81 , respectively.
The monotonic properties of SLE regarding system parameters η2

and θ2 are plotted in Fig. 6 for the three example groups of systems. As
shown in Fig. 6, for every group of system, there are two surfaces
plotted, i.e., one surface is eigenvalue K and the other is eigenvalue x1.
The larger value between K and x1 is the SLE. For small η2 and θ2, <K x1
and x1 is the SLE. As η2 and θ2 increase, K and x1 intersect. For large η2
and θ2, >K x1 and K is the SLE. K does not change with η2 and θ2. x1 is
monotonically decreasing in η2, and monotonically decreasing in θ2.
Thus, for small η2 and θ2, SLE (the larger value between K and x1, here is
x1) is monotonically decreasing in η2 and θ2; as η2 and θ2 increase, SLE
(here is K ) keeps a constant and does not change with η2 and θ2, which
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means SLE has a lower bound. More explicitly, the behavior of SLE with
respect to θ2 is shown in 2D graph in Fig. 7. Clearly, for small η2, SLE
(here is x1) is monotonically decreasing in θ2 (see Fig. 7(a)); however,
for large η2, SLE (here is x1) firstly decreases in θ2 for small θ2 and then
SLE (here is K ) keeps a constant, thus SLE has a lower bound (see
Fig. 7(c)). From Figs. 6 and 7, the following result is drawn.

Numerical Result 2: For small η2 and θ2, SLE is a monotonically de-
creasing function of η2 and θ2; as η2 and θ2 increase, SLE keeps a
constant and does not change with η2 and θ2, i.e., SLE has a lower
bound regarding η2 and θ2.

Remark 2. From Numerical Results 1 and 2, when α1, β1, η2 or θ2

increases, the SLE decreases which leads to shorter duration of
transients and faster convergence. However, unexpectedly, SLE shows
a lower bound for larger η2 and θ2. When η2 and θ2 are increased to a
certain extent, the SLE does not decline anymore. Thus it is a better
choice to increase α1 and β1 than η2 and θ2 to reach faster transients.

3.3. Analysis of the PEC

As mentioned above, the transients of product quality performance
are characterized by both the SLE and the PEC. The PECs are the
coefficients pre-exponential of SLE. The PECs can be viewed as the
impact to what extent the SLE has on system quality transients. Larger
PECs indicate larger impact and slower transients.

Under model assumptions 1–6, the PEC is a function of the system
parameters. To investigate the properties of PEC, similarly to analysis of
SLE in Section 3.2, extensive numerical analysis is carried out by se-
lecting the system parameters randomly and equiprobably. In the nu-
merical analysis, for simplification, the equal stage case is still con-
sidered, i.e., when Eq. (20) holds. Based on Eqs. (10) and (17), firstly,
the properties of PEC regarding α1 and β1 are studied, and then the
properties of PEC regarding η2 and θ2 are studied.

With respect to system parameters α1 and β1, the monotonic prop-
erties of PEC are plotted in Fig. 8(a)–(c) for the three typical example
groups of systems. As shown in Fig. 8(a)–(c), PEC is monotonically
increasing in α1. Generally, PEC is monotonically decreasing in β1.
When θ2 is quite large ( =θ 0.42 ), PEC demonstrates a slight increase
(less than 0.005) in β1. More explicitly, the behavior of PEC with respect
to β1 is shown in 2D graph in Fig. 8(d)–(e). PEC is generally decreasing
in β1 (see Fig. 8(d)) and slightly increasing in β1 (see Fig. 8(e)). From
Fig. 8, the following result is concluded.

Numerical Result 3: PEC is a monotonically increasing function of α1.
It is a monotonically decreasing function of β1.

Similarly, the monotonic properties of PEC regarding system para-
meters η2 and θ2 are plotted in Fig. 9(a)–(c) for the three example
groups of systems. As shown in Fig. 9(a)–(c), PEC is monotonically
decreasing in η2, and monotonically decreasing in θ2. More explicitly,
the behavior of PEC with respect to θ2 is shown in 2D graph in Fig. 9(d).
From Fig. 9, the following result is drawn.

Numerical Result 4: PEC is a monotonically decreasing function of η2
and θ2.

Remark 3. From Numerical Result 3 and 4, as β1, η2 and θ2 increase, or
as α1 decreases, the PEC decreases. The effects of SLE on the evolution of
system states diminish and is favorable for a shorter duration of
transients.

4. Settling time

In terms of throughput analysis for production systems, Zhang et al.
(2013) has introduced the concept of settling time to describe the time
needed for production rate and work-in-process to reach the steady
state. Similar to throughput analysis, settling time is introduced to

Fig. 7. SLE as a function of θ2, while =α 0.051 , =β 0.71 .
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describe the duration of system transients in transient quality analysis.
The settling time is denoted as the time needed for the system quality
performance P g t( , )2 to reach and remain within ± 3% of its steady state
value. We define the settling time of P g t( , )2 as follows:

= ⎛

⎝
⎜

−
⩽ ⎞

⎠
⎟t t

P g P g t
P g

inf
( ) ( , )

( )
3%S

SS

SS

2 2

2 (23)

Thus before investigation of tS, we first analyze the evolution of P g t( , )2
as a function of t .
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4.1. Behavior of P g t( , )2

According to Eq. (13), the exact evolution of P g t( , )2 can be obtained.
In this section, an approximation of P g t( , )2 can be developed based on
the SLE:

= −P g t P g ωλ( , ) ( ) [1 ]SS
t

2 2 2
 (24)

where P g( )SS2 is solved by Eq. (14) and λ2 is the SLE. To solve the
coefficient ω, consider the approximation equality =P g P g( ,1) ( ,1)2 2

,
where P g( ,1)2 is solved by Eq. (13). Thus Eq. (24) can be used to ap-
proximate P g t( , )2 .

The accuracy investigation of approximation (24) is shown in
Fig. 10. The exact calculation of P g t( , )2 solved by Eq. (13) is also plotted
in Fig. 10 for comparison. From Fig. 10, the approximation (24) can
track the real transient quality performance closely. More explicitly, the
accuracy of approximation is quantitatively defined as,

=
−

×
= ⋯

δ
P g t P g t

P g
max

| ( , ) ( , )|
( )

100%P g
t SS

( )
1,2,

2 2

2
2



(25)

Eq. (24) approximates the evolution of P g t( , )2 with respect to t , and it
can be also used for the approximation of settling time. Following the
definition of settling time (23) and Eq. (24), we have

− = ⩾ −P g ωλ P g t P g( ) [1 ] ( , ) (1 3%) ( )SS
t

S SS2 2 2 2
S 

The solution tS is the approximation of settling time,

=t ω
λ

ln[3/(100 )]
lnS

2


(26)

The estimate accuracy is quantitatively defined as,

= −δ t t| |t S SS
 (27)

To evaluate the effectiveness of settling time approximation (26), ex-
tensive numerical experiments are carried out by selecting the system
parameters randomly and equiprobably from the parameter sets in
Section 3.1, with tS solved by exact calculation and tS solved by ap-
proximation. The cumulative frequency for δtS is illustrated in Fig. 11
according to Eq. (27). In more than 95% of all cases examined, the
estimate tS is within one time slot from the real value tS, which validates
the effectiveness of the approximation.

4.2. Analysis of settling time

Based on Eqs. (14) and (16), extensive numerical analysis is carried
out to investigate the properties of settling time tS as a function of the
system parameters. In the numerical analysis, for simplification, the
equal stage case is still considered, i.e., when Eq. (20) holds. Firstly, the
properties of tS regarding α1 and β1 are studied, and then the properties
of tS regarding η2 and θ2 are studied.

With respect to α1 and β1, the monotonic properties of tS are plotted
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in Fig. 12(a)–(c) for the three example groups of systems. As shown in
Fig. 12(a)–(c), tS is decreasing in α1, and decreasing in β1. More ex-
plicitly, the behavior of tS with respect to β1 is shown in 2D graph in
Fig. 12(d). From Fig. 12, the following result is concluded.

Numerical Result 5: Settling time tS is a decreasing function of α1 and
β1.

Similarly, the monotonic properties of tS regarding system para-
meters η2 and θ2 are plotted in Fig. 13(a)–(c) for the three example
groups of systems. As shown in Fig. 13(a)–(c), settling time is de-
creasing in η2, and decreasing in θ2. More explicitly, the behavior of
settling time with respect to θ2 is shown in 2D graph in Fig. 13(d). From
Fig. 13, the following result is drawn.

Numerical Result 6: Settling time tS is a decreasing function of η2 and
θ2.

Remark 4. From Numerical Results 5 and 6, as α1, β1, η2 or θ2 increases,
the settling time is generally reduced and the system undergoes a
shorter transient. As a direct measure for transient duration, settling
time is a combination effect of transient quality characteristics on
system transients, i.e., the SLE and PEC. Thus, Numerical Results 5 and
6 are in accordance with Numerical Results 1–4 in general. Moreover,
settling time is more sensitive to the changes of α1 and β1 than η2 and θ2.
This indicates that improving α1 and β1 can bring larger reduction in
settling time on factory floor.

5. Quality loss

In this section, the system quality loss issue due to transients is
analyzed in Section 5.1. The initial condition of the manufacturing
system has strong impact on system quality transients. The monotonic

= 0.3, = 0.2 = 0.5, = 0.2 = 0.5, = 0.4
= 0.05, = 0.6

= 0.05, = 0.7

= 0.1, = 0.8

0 10 20 30
0

0.2

0.4

0.6

0.8

1

t

P
(g

2,t
) 

&
 a

pp
ro

xi
m

at
e 

P
(g

2,t
)

P(g
2
,t)

approximate P(g
2
,t)

0 10 20 30
0

0.2

0.4

0.6

0.8

1

t

P
(g

2,t
) 

&
 a

pp
ro

xi
m

at
e 

P
(g

2,t
)

P(g
2
,t)

approximate P(g
2
,t)

0 10 20 30
0

0.2

0.4

0.6

0.8

1

t

P
(g

2,t
) 

&
 a

pp
ro

xi
m

at
e 

P
(g

2,t
)

P(g
2
,t)

approximate P(g
2
,t)

0 10 20 30
0

0.2

0.4

0.6

0.8

1

t

P
(g

2,t
) 

&
 a

pp
ro

xi
m

at
e 

P
(g

2,t
)

P(g
2
,t)

approximate P(g
2
,t)

0 10 20 30
0

0.2

0.4

0.6

0.8

1

t

P
(g

2,t
) 

&
 a

pp
ro

xi
m

at
e 

P
(g

2,t
)

P(g
2
,t)

approximate P(g
2
,t)

0 10 20 30
0

0.2

0.4

0.6

0.8

1

t

P
(g

2,t
) 

&
 a

pp
ro

xi
m

at
e 

P
(g

2,t
)

P(g
2
,t)

approximate P(g
2
,t)

0 10 20 30
0

0.2

0.4

0.6

0.8

1

t

P
(g

2,t
) 

&
 a

pp
ro

xi
m

at
e 

P
(g

2,t
)

P(g
2
,t)

approximate P(g
2
,t)

0 10 20 30
0

0.2

0.4

0.6

0.8

1

t

P
(g

2,t
) 

&
 a

pp
ro

xi
m

at
e 

P
(g

2,t
)

P(g
2
,t)

approximate P(g
2
,t)

0 10 20 30
0

0.2

0.4

0.6

0.8

1

t

P
(g

2,t
) 

&
 a

pp
ro

xi
m

at
e 

P
(g

2,t
)

P(g
2
,t)

approximate P(g
2
,t)

Fig. 10. The dynamics of P g t( , )2 and its approximation ̂P g t( , )2 .
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properties of quality loss during transients are explored in Section 5.2.
However, system quality performance of steady state is quite different
from that of transients. Thus it is important to fully analyze system
quality in terms of both transients and steady state. The monotonic
properties of steady state quality are explored to facilitate continuous
improvement in Section 5.3. A detailed comparison is discussed be-
tween the method proposed in this paper and the state-of-the-art
models in related literature recently in Section 5.4.

5.1. Quality loss due to transients

As analyzed previously, manufacturing systems suffer quality loss
due to system transients. In fact, the initial condition of machines has
strong impact on the transients of the system states and the quality
performance measures. For a two-stage manufacturing system defined
by assumptions 1–6, the system has four quality states at a certain time t
according to Section 2.2. During transients after a fresh restart of
manufacturing systems caused by product changeover, machine main-
tenance, etc., manufacturing system is typically in the defective quality
state dominated by fixture relocation errors. In other words, the initial

state during transients is d d1 2 which means that both M1 and M2 are
producing defective products. As it follows from Eq. (1), the states of
the Markov chain at time 0 is =X (0) [0 0 0 1]T

2 . For system para-
meters =α 0.11 , =β 0.71 , =γ 0.12 , =μ 0.72 , =η 0.52 and =θ 0.22 , the
dynamics of four system quality states and quality performance mea-
sure P g t( , )2 are plotted in Fig. 14(a)–(b).

In contrast, consider an ideal initial case, i.e., the initial state is g g1 2
which means that both M1 and M2 are producing good products. In this
case, the states of Markov chain at time 0 is =X (0) [1 0 0 0]T

2 . Again
for system parameters =α 0.11 , =β 0.71 , =γ 0.12 , =μ 0.72 , =η 0.52 and

=θ 0.22 , the dynamics of four system quality states and quality per-
formance measure P g t( , )2 are plotted in Fig. 15(a) and (b).

From Figs. 14 and 15, the system quality performance converges to
the steady state in different manners, depending on the initial state of
the manufacturing system. In the ideal case, system quality perfor-
mance approaches its steady state from above the steady state value,
which results in system quality gain (see Fig. 15(b)). However, actually,
system quality performance approaches its steady state from below the
steady state value, which results in system quality loss due to transients
(see Fig. 14(b)).

Fig. 12. Settling time as a function of α1 and β1.
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5.2. Analysis of quality loss during transients

To formulate the quality loss due to transients and analyze the
structural properties of quality loss regarding system parameters, de-
note quality loss for a period T as:

∑= −
=

L X P g P g t X( (0)) [ ( ) ( , ; (0))]Q
t

T

SS2
0

2 2 2
(28)

And the percent of quality loss compared to steady state is defined as:
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Extensive numerical analysis has been carried out to investigate the

properties of quality loss issue. In the numerical analysis, for simplifi-
cation, the equal stage case is still considered, i.e., when Eq. (20) holds.
Based on Eqs. (28) and (29), firstly, the properties of quality loss re-
garding α1 and β1 are explored, and then the properties of quality loss
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Fig. 15. Transients of system states and quality performance with the ideal initial case.
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regarding η2 and θ2 are explored.
With respect to α1 and β1, the monotonic properties of quality loss

during transients are plotted in Fig. 16(a)–(c) for the three example
groups of systems. As shown in Fig. 16(a)–(c), quality loss is mono-
tonically decreasing in α1, and monotonically decreasing in β1. More
explicitly, the behavior of quality loss with respect to β1 is shown in 2D
graph in Fig. 16(d). From Fig. 16, the following result is concluded.

Numerical Result 7: Quality loss during transients is a monotonically
decreasing function of α1 and β1.

Remark 5. Note that an interesting phenomenon is observed from
Fig. 12(d) and 16(d). The settling time in Fig. 12(d) and quality loss in
Fig. 16(d) are both piecewise functions of β1. In addition, the turning
point of piecewise functions are almost the same for each corresponding
curve in two figures. Before the turning point, the settling time is stable
for a range of β1, while quality loss shows a gentle decrease as β1
increases. At the turning point, the settling time decreases, while
quality loss shows a steep decline and the same point of piecewise is
presented. From above analysis, it appears that a strong correlation
exists between quality loss LQ and settling time tS. This phenomenon
can be seen as a proof that longer duration of transients causes greater

quality loss generally. The same is true for settling time and quality loss
regarding system parameters with defective coming parts (see
Fig. 13(d) and 17(d)).

Similarly, the monotonic properties of quality loss during transients
regarding system parameters η2 and θ2 are plotted in Fig. 17(a)–(c) for
the three example groups of systems. As it follows from Fig. 17(a)–(c),
quality loss is monotonically decreasing in η2, and monotonically de-
creasing in θ2. More explicitly, the behavior of quality loss with respect
to θ2 is shown in 2D graph in Fig. 17(d). From Fig. 17, the following
result is drawn.

Numerical Result 8: Quality loss during transients is a monotonically
decreasing function of η2 and θ2.

Remark 6. As it follows from Numerical Results 7 and 8, increasing α1,
β1, η2 or θ2 practically leads to reduction in quality loss during
transients. Considering the sensitivity of the settling time (see Remark
4) and the correlation between settling time and quality loss (see
Remark 5), it suggests that increasing α1 and β1 is more favorable than
η2 and θ2.
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5.3. Continuous improvement

It is of critical significance to improve quality and reduce cost in
flexible manufacturing systems. According to analysis of quality loss
during transients, Remark 6 provides us guidance for planning con-
tinuous improvement. However, the results of the monotonic properties
of system quality performance in Section 5.2 is based on the system
transients, and does not consider the steady state. In this section it is
shown that such monotonic properties may not hold. In other words,
quality performance of steady state is quite different from that of
transients. Thus there is still need to fully analyze the quality perfor-
mance especially in terms of both transients and steady state.

As it follows from Eq. (14), extensive numerical analysis is carried
out to investigate the monotonic properties of steady state quality
performance by selecting the system parameters randomly and equi-
probably. In the numerical analysis, the equal stage case is still

considered, i.e., when Eq. (20) holds. As an illusion, the monotonic
properties of steady state quality regarding system parameters α1 and β1
are plotted in Fig. 18 (a)-(b), and the monotonic properties of steady
state quality regarding system parameters η2 and θ2 are presented in
Fig. 18(c)-(d).

In Fig. 18(a)-(b), steady state quality performance is monotonically
decreasing in α1, and monotonically increasing in β1. In Fig. 18(c)-(d),
steady state quality performance is monotonically decreasing in η2, and
monotonically increasing in θ2. From Fig. 18, the following result is
drawn.

Numerical Result 9: Steady state quality performance is a mono-
tonically decreasing function of α1 and η2. It is a monotonically in-
creasing function of β1 and θ2.

Remark 7. The qualitative effect of quality failure probabilities α1 and
η2 on the transients of system quality performance differs from that on
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steady state quality. Although increasing α1 and η2 will lead to reduction
of quality loss due to transients, it is detrimental to quality performance
in steady state. Fortunately, increasing β1 and θ2 leads to both quality
loss reduction during transients and quality improvement in steady
state. Thus it is desired to increase β1 and θ2 than increase α1 and η2 in
order to reduce quality loss and facilitate continuous improvement,
which provides practical directions for operation management in
flexible systems.

5.4. Comparison with the state-of-the-art

In this subsection we make a detailed comparison between the
method proposed in this paper and the state-of-the-art models in related
literature. Recent papers for comparison are Ju, Li, Xiao, Arinez, and
Deng (2015), Ju et al. (2016, 2017), Lee, Li, Musa, Bain, and Nelson
(2017), Zhong, Lee, and Li (2017) and Jia and Zhang (2017).

Firstly, comparisons are made in the modeling of quality propaga-
tion in manufacturing systems between this paper and Ju et al. (2015,
2016). In fact, the two Markov models focus on different kinds of
manufacturing systems. In multi-stage manufacturing systems, the
variations of the final product quality are the accumulation of varia-
tions introduced and propagated as workpieces move through all the
stages. In Ju et al. (2015, 2016), the assembly system has inspection
stations and repair stations after each stage (denoted as ubiquitous
inspection systems). In this paper, the manufacturing systems with
RQIF have only one inspection station at the last stage of the

manufacturing system and no repair stations exist. There exist sig-
nificant differences in the way of quality propagation between these
two kinds of systems. For systems in Ju et al. (2015, 2016), since every
stage has an inspection station after the stage, only good quality pro-
ducts are passed on to downstream stage. Thus the coming parts for
every stage are all with good quality, and the quality corrections by the
system itself are not considered. But for systems with RQIF, since the
product defects are only inspected and identified at the end of the
production line, a defective product from upstream stages will not go
out of the system until the last stage and they may be corrected by
downstream stages. In other words, the quality of the product manu-
factured by stage ⩾M i( 2)i relies on both the state of stage Mi (there
exist not only quality degradation but also quality correction by the
system), and the quality of the coming part from upstream stage −Mi 1
(the coming parts for each stage may be good or defective before being
processed).

Moreover, the key objectives of the two models are different al-
though they’re both based on state transition probabilities and Markov
methods. In Ju et al. (2015, 2016), the aim is to analyze system quality
performance in steady-state phase. While in this paper, the Markov
modeling is intended to conduct analysis of quality performance during
transients. Lee et al. (2017) and Zhong et al. (2017) consider Markov
modeling of patient transitions and medication error propagation in
health care systems. Similarly, the coming medication from upstream
stage is with good state and quality corrections are not considered.
Also, their models deal with steady-state analysis.

Secondly, comparisons are made in the context of transient analysis

Fig. 19. Cylinder block and the product quality characteristic.
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of manufacturing systems. Jia and Zhang (2017) and Ju et al. (2017)
focus on the throughput analysis of production lines in the framework
of bernoulli machines and finite buffers during transients. In this paper,
a Markov model is developed to address the coupling between manu-
facturing system parameters and quality performance in terms of
system transient duration. Specifically, an analytical method is pro-
posed to deal with quality propagation in a two-stage manufacturing
system with RQIF during transients. Transient quality performance
metrics, including the real-time product quality, settling time, and
quality loss due to transients, are derived. Although these papers are all
explored in transient analysis recently, they focus on different aspects of
performance evaluation in manufacturing systems.

In a word, the Markov method proposed in this paper is quite dif-
ferent from the related papers recently, as it is targeted at quality
propagation in the specific manufacturing systems with RQIF during
transients. Both the quality of coming parts and the states of stages are
considered in such systems. In other words, the coming parts may be
good or defective for each stage before being processed and there exist
not only quality degradation but also quality correction in quality
propagation.

6. Case study

In this section, a case study has been carried out at the flexible
manufacturing line of engine cylinder block to validate the effective-
ness of the proposed method. To ensure the confidentiality of the data,
all the parameters utilized in case study have been modified. However,
the nature of these data and system structural properties still hold.

6.1. Experimental setup

The manufacturing process of engine cylinder block is a typically
complicated multiple stage process (more than twenty stages) with
many key product characteristics. Here, we focus on the product quality
characteristic of the distance between the cylinder block top face and
the crankshaft hole. The three-dimensional profile of cylinder block, the
top face and the profile are shown in Fig. 19(a)–(d). The corresponding
manufacturing process is composed of two stages, i.e., OP 30 and OP
190 (OP represents the operation sequence numbers). OP 30 is the
operation of semi milling the top face, and OP 190 is the operation of
finish milling the top face. Product quality propagation is analyzed in
this two-stage manufacturing system, i.e., the quality of the top face
which is first machined in OP30 can be corrected or deteriorated in
OP190.

The transition probabilities data are estimated based on historical
processing data analysis. By implementing the steps in section 2.1, we
get the transition probabilities data necessary in this case study.

6.2. Results and analysis

The transition probabilities of the two stages system are presented
in the form of quality failure probabilities and quality repair prob-
abilities in Fig. 20. All the probabilities are based on historical pro-
cessing data on the factory floor.

As shown in Fig. 20, =α 0.051 , =β 0.81 , =γ 0.052 , =μ 0.82 , =η 0.52 ,
=θ 0.32 . Using these probabilities and the method of transient quality

analysis proposed above, the steady state quality, settling time and
quality loss due to transients can be calculated. The steady state quality
is 90.95%. The settling time is 4 time slots, and the quality loss is
0.89%. The evolution of system quality performance P g t( , )2 during
transients is plotted in Fig. 21. These results are in accordance with the
actual data measured on the factory floor, which demonstrate the ef-
fectiveness of the proposed method.

Next the monotonic property analysis and parameter sensitivity
analysis are conducted to explore in what manner the changes of
parameters affecting system transient quality and which one brings the
largest quality improvement. The values of α1, β1, η2, θ2 are increased or
decreased by given percentages. Specifically, they are modified by
± 10%, ± 15%, ± 20%, respectively.

The settling time, the quality loss, the steady state quality corre-
sponding to these parameter changes are illustrated in Fig. 22(a)–(c).
And the following results can be drawn:

(1) In Fig. 22(a), the monotonicity of settling time holds, which is
consistent with Numerical Results 5–6 and Remark 4. The settling
time will be shorten as β1 increases. In this special case, since set-
tling time is insensitive to the changes of other parameters in the
given value ranges of transition probabilities above, it does not
change as other parameters vary.

(2) In Fig. 22(b), the monotonicity of quality loss validates the effec-
tiveness of Numerical Results 7–8 and Remark 6. The quality loss is
a decreasing function of system parameters. And since the quality
loss is most sensitive to β1, it is better to improve β1.

(3) In Fig. 22(c), the monotonicity of steady state quality proves Nu-
merical Result 9 and Remark 7. The steady state quality is improved
as β1 or θ2 increase, and as α1 or η2 decrease. Also β1 is the most
sensitive parameter.

In summary, the transient quality analysis of this two-stage manu-
facturing system provides the guidance for quality improvement. It is

Fig. 20. State transition diagrams of the stages in the case.
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better to increase β1 to shorten the duration of transients, reduce quality
loss due to transients, and improve steady state quality performance.

7. Conclusions and future work

This paper addresses the problem of transient analysis of quality
performance in manufacturing systems. Specifically, an analytical
method is developed using Markov model to address quality propaga-
tion in a two-stage manufacturing system with RQIF during transients.
Based on the proposed mathematical model, analytical formulas for
evaluating transient quality performance including the real-time pro-
duct quality, settling time, and quality loss due to transients, are de-
rived. In addition, the monotonicity properties of critical transient

system characteristics and quality performance evaluation metrics are
thoroughly explored. Extensive numerical experiments indicate that
system quality transients are dominated by the SLE of the state transi-
tion matrix and that quality loss is tightly correlated with settling time.
The behavior of quality performance during transients is quite different
from that of steady state. It is desired to improve the quality repair
probability with good coming parts in order to shorten duration of
transients, reduce quality cost, and facilitate continuous improvement
of quality performance in both transients and steady state. Finally, the
proposed method is validated with case study on the factory floor, and
the results demonstrate the effectiveness for transient quality analysis
in two-stage manufacturing systems.

To extend the study, future research can be extended in three as-
pects.

(1) The generalization of the methods and results proposed in this
paper to transient analysis of system quality performance in non-
equal stage case.

(2) It is also possible to conduct the extension of the proposed approach
to serial multi-stage manufacturing systems and more complex
systems. For multi-stage manufacturing systems, the general itera-
tive procedures are depicted in Fig. 23. First we derive the quality
of the two-stage system −M M1 2 by applying the Markov model de-
rived in Section 2.2, and then merge stage M1 and M2 to one merged
stage ′M2; then we model the quality of the new two-stage system

′−M M2 3, and then merge stage ′M2 and M3 to one merged stage ′M3;
continue the iterative process until the first −n( 1) stages are merged
to one merged stage ′−Mn 1, and then model the quality of the final
two-stage system ′ −−M Mn n1 . By implementing the iteration of a
series of two-stage systems, the final quality of multi-stage manu-
facturing system is derived.

(3) Further research may also be devoted to expanding the results for
transient modeling and analysis of multiple types of products.

(a) The settling time changes. (b) The quality loss changes.

(c) The steady state quality changes. 
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