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An Adaptive Support Vector Machine-Based
Workpiece Surface Classification System

Using High-Definition Metrology
Shi-Chang Du, De-Lin Huang, and Hui Wang

Abstract— The shape of a machined surface significantly
impacts its functional performance and exhibits different spatial
variation patterns that reflect process conditions. Classification
of these surface patterns into interpretable classes can greatly
facilitate manufacturing process fault detection and diagnosis.
High-definition metrology (HDM) can generate high density data
and detect small differences of workpiece surfaces, which exhibits
better performance than traditional measurement methods in
process diagnosis. In this paper, a novel adaptive support vector
machine (SVM)-based workpiece surface classification system is
developed based on HDM. A nonsubsampled contourlet trans-
form is used to extract features before classification with its
characteristics of multiscale, multidirection, and less dimension of
feature vectors. An adaptive particle swam optimization (APSO)
algorithm is developed to search the optimal parameters of
penalty coefficient and kernel function of SVM and is helpful
to escape from the local minimum by its strong ability of
global search. A varied step-length pattern search algorithm
is explored to optimize the global point in every iteration of
the APSO algorithm by its good performance in local search.
These two algorithms are combined with their relative merits
to find the optimal parameters for building an adaptive SVM
classifier. The results of case studies show that the proposed
adaptive SVM-based classification system can achieve a relatively
high classification accuracy in the field of workpiece surface
classification.

Index Terms— Nonsubsampled contourlet transform (NSCT),
particle swam optimization (PSO), quality control, support vector
machine (SVM), workpiece surface classification.

I. INTRODUCTION

THE classification of workpiece surface patterns is
considered as an essential element in understanding the

functional performance of the product and providing feedback
on the manufacturing process [1]. As traditional measurement
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devices (such as coordinate measuring machines) measure
only a few scattered points or profiles due to economic
constraints, they cannot sample high density data describing
3-D surface spatial variation patterns in industrial applications.
Recently, high-definition metrology (HDM) [2], [3] provides
opportunities for product quality control since high density
data collected by an HDM device can precisely charac-
terize the surface and reflect the impact of manufacturing
processes on the surface quality of a machined workpiece.
HDM is superior to traditional measurement since it can
generate a surface height map of millions of data points within
seconds [4] and help us to understand and improve surface
quality control strategies in high-precision manufacturing [5],
process control [6], and process improvement [7], [8]. Though
a lot of research has been done for image classification,
research about the workpiece surface classification using high
density data points collected by HDM is sparse.

The classification tasks using HDM can be divided into
two main steps: 1) feature extraction and 2) classification.
Since it is not appropriate to directly use the raw data col-
lected from the workpiece surfaces to classify, features should
be extracted to represent a given workpiece surface before
classification. Many surface characterization approaches
have been proposed to obtain abundant information about
3-D surfaces, such as a 3-D parameter set [4], [9], gray level
co-occurrence matrix [10], and 2-D autocorrelation function
and spectral analysis [11]. In recent years, some approaches
that were first used in signal processing areas have been
adopted to extract features of workpiece surfaces, such as
Gabor filter banks [12], Gaussian filter banks [13], and wavelet
packets [14]–[16], and after filtering, some numerical surface
parameters are calculated for each sub-band to represent a
given surface. In this paper, feature extraction is implemented
by nonsubsampled contourlet transform (NSCT) developed
in [17], which possesses the properties of full shift invariant,
multiscale, and multidirection.

Automatic and accurate classifications are important tasks
in industry practice and lots of methods are developed
for different classification purposes [18]–[22]. Among many
statistical learning-based classification methods, the support
vector machine (SVM) proposed in [23] is gaining popularity
due to its many attractive features and promising generaliza-
tion performance. Unlike other classification methods (such as
artificial neural networks), the SVM has a high capacity for
generalization [24] and is used as a relatively novel statistical
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Fig. 1. Framework of the workpiece surface classification system.

learning tool [25], [26]. The SVM can effectively solve
such practical classification problems of small samples, and
nonlinear and high dimensions [27]–[30]. The performance of
the SVM has a close relationship with the parameters of kernel
function and penalty coefficient. Therefore, it is imperative to
study the optimization method of SVM parameters.

Optimization of parameters (such as kernel function and
penalty coefficient) in a SVM classifier face challenges. Previ-
ous parameter optimization method is adopted by experiences
or experiments [31], not only leading to problems such as
intensive computation and low efficiency but also limiting the
application of the SVM since the selected parameters are usu-
ally not optimal. To overcome the drawback, some researchers
propose many methods based on different search algorithms
such as grid search [32], genetic algorithm (GA) [33], and
particle swam optimization (PSO) algorithm [34], [35]. These
methods have been proven effective by experiments in the
corresponding articles. However, grid search has heavy burden
of computation with low learning accuracy [36], and the
implementation of a GA is complex and needs to design
different ways in creating crossover or mutation [37].

Though PSO algorithm is a viable optimization with good
robustness [34], [35], [38], it has the problem of premature
convergence into local extreme points and poor local search
capability [39], [40]. In a standard PSO algorithm, the inertia
weight cannot well balance the ability of particles between
global search and local search as it is a fixed value [41]. Inertia
weight is used to characterize the extent of the impact on parti-
cle’s previous velocity relative to its current speed. Therefore,
inertia weight affects the balance between particles’ ability
of global search and local search. The adjustments methods
to inertia weight currently include mainly linear change,
fuzzy adaptive, and random changes. The most widely used
method among them is a linearly decreasing strategy proposed
in [42] and [43], but this method is likely to trap the solutions
in a local optimum when solving multimodal function prob-
lems. To overcome these drawbacks, this paper proposes a
novel adaptive SVM-based classification method. An adaptive
PSO (APSO) algorithm is proposed to control the update
of inertia weight in every iteration for each particle, which
is easy to implement and helps in preventing the solution
stuck at a local minimum. Then a varied step-length pattern

search (VSPS) algorithm is proposed to make use of its good
performance in local search, leading the entire particle swarm
to search for a potential optimal solution more efficiently.

The remainder of this paper is organized as follows.
Section II outlines the framework of the proposed adaptive
SVM-based classification system. Section III briefly intro-
duces NSCT theory and demonstrates how to use it to
extract features. Section IV describes the theories of PSO,
pattern search (PS), and the details of the proposed adaptive
SVM-based classification system. In Section V, three case
studies are presented to validate the proposed adaptive
SVM-based classification system. The performance analysis
is implemented to illustrate how the parameters affect the
classification performance for high-resolution surface samples.
Finally, a conclusion is given in Section VI.

II. FRAMEWORK OF THE PROPOSED

CLASSIFICATION SYSTEM

This section presents an overview of the proposed
classification system with the components of NSCT and a
SVM classifier based on the APSO-VSPS algorithm. To be
specific, in feature extraction, high-resolution images are
reflected by 3-D coordinates of workpiece surfaces, which
are filtered to extract details in different directions and
scales by NSCT. The means and standard deviations of
the coefficients of the wavelet sub-bands are calculated as
feature vectors to represent a given surface. In the proposed
classification method, the APSO algorithm is the main
algorithm to select the optimal combination of parameters
and the VSPS algorithm is nested in the main algorithm to
improve the efficiency and accuracy of the search by its good
performance in local search. The framework of the proposed
system is shown in Fig. 1.

The procedure involves the following steps.

Step 1: HDM is employed to measure and collect
3-D coordinates from workpiece surfaces.

Step 2: NSCT is used to extract features from height maps
of the 3-D coordinates. The extracted feature dataset
is divided into two subsets: 1) training dataset and
2) testing dataset.

Step 3: The training dataset is input for the proposed
APSO-VSPS algorithm to build a SVM classifier.
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Fig. 2. NSCT. (a) Structure figure. (b) Frequency division result.

Step 4: The testing dataset is classified by the SVM classifier
(built in Step 3) and the classification result is the
final output.

III. FEATURE EXTRACTION USING NSCT

The original data gained by HDM should not be directly
used for classification since these data are just 3-D coordinates
that cannot be used as features. Therefore, a feature exaction
procedure is necessary. An NSCT algorithm is used to exact
features in this paper because it contains many merits of few
constrains, good frequency selectivity, and good decomposi-
tion of an image sub-band.

A. Nonsubsampled Contourlet Transform

NSCT combines nonsubsampled pyramids (NSPs) and
nonsubsampled directional filter bank (NSDFB), and it has
many properties such as multiscale, multidirection, and
shift-invariance, which can effectively eliminate pseudo-Gibbs
phenomenon [44] in signal processing and is sensitive to
texture feature extraction [45].

The nonsubsampled pyramid filter bank (NSPFB) (or NSP)
is a two-channel nonsubsampled filter bank [46], [47]. The
process of NSP is similar to nonsubsampled wavelet trans-
form [17] based on à trous algorithm [48] in achieving the
multiscale decomposition of an image. The building block of
an NSDFB is also a two channel nonsubsampled filter bank.
The NSDFBs are iterated to obtain finer directional
decomposition. The NSPFB provides multiscale decomposi-
tion and NSDFB provides directional decomposition.

Fig. 2 shows the block diagram of an NSCT that contains
two parts of structure figure and frequency-division result.
It can be seen that the transformation can be divided into
two shift invariant parts including an NSP structure to ensure
the NSCT in multiscale characteristics and a nonsubsampled
directional filter under a given direction. The input is decom-
posed into high-pass parts and low-pass parts by the NSPFB,

and then the high-pass sub-band is decomposed into several
directional bands by the NSDFB. The scheme is iterated
repeatedly on the low-pass sub-band.

B. Feature Extraction

Feature extraction is related to quantification of surface
characteristics and its quantitative results are known as feature
vectors. Optimization of these descriptive parameters is impor-
tant because these parameters will influence the subsequent
classification performance to some degree. A K -level NSCT
decomposition is implemented to extract features. To reflect
the degree of image texture, the mean and standard devi-
ation of the coefficients matrix extracted by the NSCT for
decomposition transform are used to constitute an eigenvector
f = [μ, δ]. Mean μ and standard deviation δ are calculated as

μ = 1

A × B

A∑

x=1

B∑

y=1

|P(x, y)| (1)

δ =
√√√√ 1

A × B − 1

A∑

x=1

B∑

y=1

[P(x, y) − μ]2. (2)

In (1) and (2), A denotes the number of points along
x-axis, B denotes the number of points along y-axis,
P(x, y) denotes the coefficient matrix of wavelet sub-bands,
and μ and δ denote the mean and standard deviation of the
sub-bands’ coefficients, respectively.

Next, by computing means and standard deviations from
the coefficients of wavelet sub-bands of low-pass in K levels,
2 × K characteristic values are obtained to compose a
2 × K -dimensional feature vector (μ1, μ2, . . . , μK ,
δ1, δ2, . . . , δK ). The decomposition by NSCT just
outputs the last level’s coefficients of wavelet sub-
bands of low-pass. Therefore, it is necessary to find
another K –1 levels of coefficients of wavelet sub-
bands of low-pass since these coefficients affect the
classification results. To wavelet sub-bands of high-pass,
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Fig. 3. Flow diagram of the adaptive parameter optimization algorithm.

means and standard deviations are calculated from the
coefficient matrix in each direction ([a1, a2, . . . , aK ]) of
K levels and a 2 × ∑K

i=1 2ai -dimensional feature vector
is generated (μ1, μ2, . . . , μ∑K

i=1 2ai , δ1, δ2, . . . , δ∑K
i=1 2ai ).

By combining the 2×∑K
i=1 2ai -dimensional high-pass feature

vector and 2 × K -dimensional low-pass feature vectors,
a 2 × (

∑K
i=1 2ai + K )-dimensional feature vector is obtained

to represent a given surface.

IV. PROPOSED ADAPTIVE SVM CLASSIFIER

Since the SVM is currently one of the most popular clas-
sification tools, there is no need to discuss it in much detail
in this paper. For more details about the SVM, please refer
to [24]. Two parameters of C (controls the tradeoff between
function complexity and training error of the SVM classifier)
and σ [denotes the width parameter of the Gaussian radial
basis function (RBF) and controls the radial scope of function]
have a great impact on the classification performance of
SVM classifier. An APSO algorithm and a VSPS algorithm
are proposed to jointly optimize the two parameters. The flow
diagram (shown in Fig. 3) is the process of the proposed
APSO-VSPS algorithm, which is an APSO algorithm nested
by the VSPS algorithm.

The APSO algorithm is an adjustment strategy adopting
different inertia weights to update the particle swarm in the
same generation, which accelerates the convergence speed and
can jump out of local optimal solution. In this way, it provides
a better initial value for VSPS, which is conducive to obtain
the final optimal solution.

The proposed algorithm can be described as follows.
Step 1: Initialize all particles. Set initial position and velocity

of particles within the allowable range randomly.

The position of a particle is used to indicate a
potential solution of the optimization problem in the
search space. Set initial position of each particle as
its local optimum pbest and set the best value in the
set of pbest as gbest.

Step 2: Evaluate the fitness value of each particle and cal-
culate the objective function value of each particle
according to the fitness function.

Step 3: Calculate the best position of each particle pbest.
Step 4: Calculate the best position of all particles gbest.
Step 5: The gbest is set as the initial search point in the VSPS

algorithm and the output is g′
best that replaces the

previous gbest. In the vicinity of the better point for
local search by VSPS, the search should continue
until the result meets the accuracy requirements.

Step 6: Check the terminal condition (the optimal solution
stagnates and changes within a range of ±2%). If the
termination is met, then stop. If not, go to Step 7.

Step 7: Update the inertia weight, velocity, and position of
the current particle according to (3)–(7) and back
to Step 2.

A. Adaptive Particle Swarm Optimization Algorithm

The PSO is an iterative optimization algorithm that is
initialized to a group of random particles. The flying direc-
tion and distance of each particle may be controlled by its
own velocity, while the pros and cons of each particle can
be evaluated by a fitness value function. In each iteration,
the algorithm is mainly to update each particle by tracking
individual extreme point pbest and global extreme point gbest.
When searching the two points, every particle updates its speed
and position according to the following equations:

vt = ωvt−1 + c1r1(pbest − xt−1) + c2r2(gbest − xt−1) (3)

vt =
{

vmax, vt > vmax

−vmax, vt ≤ vmax
(4)

xt = xt−1 + vt (5)

where ω is the inertia weight, c1 and c2 are the acceleration
constraints, r1, r2 ∈ [0, 1] are the random values, xt is the
current position of the particle that represents the current
parameter value of C and σ in SVM, gbest is the best position
of a group in history records, and pbest is the best position of
the current particle in history records.

To accelerate the convergence speed while not being trapped
in the local optima, an adaptive ω-strategy and the concrete
equations are adopted as follows:

ω(i, x) = u(di , x) ∗
[
ω1 + (ω2 − ω1) ∗ CurIter

MaxIter

]
(6)

where MaxIter is the maximum number of iteration, CurIter
is the current number of iteration, ω1, ω2 are the initial value
and final value of ω, respectively

u (di , x) =

⎧
⎪⎨

⎪⎩

1 + θ, di ≤ S1 M

1, S1 M < di < S2 M

1 − ς, di ≥ S2 M

(7)
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where M is the population size, S1, S2 are the control parame-
ters, and θ, ς are the adjustment parameters, and satisfy the
following conditions: S1 < S2 < 1, θ > 0, ς > 0.

B. Varied Step-Length Pattern Search Algorithm
In this section, the VSPS algorithm is embedded within

the APSO algorithm due to its good performance in local
search. Hooke and Jeeves [49] first proposed PS in 1961,
and then Torczon [50] completed the convergence proof of
the PS algorithm for unconstrained problems and gave a
framework for a class of PS methods, which contain coordi-
nate search method, Hooke–Jeeves (H–J) method, and Powell
conjugate direction method [51]. The H-J PS algorithm [49]
alternates the implementation of two searches from the initial
point: axial search and PS. The first type of search is an
exploratory move (also called the axial search explained in the
subsequent Step 2) designed to determine the new base point
and the direction conducive to decrease the values of fitness
function, and move in the direction of m-axis. The second type
of search is a pattern move designed to utilize the information
acquired in the exploratory moves, and accomplishes the actual
minimization of the function by moving in the conjunction
direction of two adjacent base points.

The H–J PS algorithm is a constant nonlinear function
optimization method that is widely used in many fields. It is
a simple iteration as it does not require the objective function
to be derivable. Besides, the H–J PS algorithm has good
performance in local convergence and is sensitive to initial
value in consideration of local convergence. However, in the
process of the H–J PS algorithm, the same step length for
search in all directions restricts the convergence speed and
accuracy and if the search point is a local maximum point
of the function, such an exploratory move may lead to a
direction of selecting an inferior point rather than the better
one. Therefore, a VSPS algorithm is proposed to avoid these
drawbacks, which consists of a variable step change strategy,
accelerating factors, and a new way for exploratory moving.
The flow diagram of the proposed VSPS algorithm is shown
in Fig. 4.

To describe the two modes of axial search and PS, the
procedure is presented as follows. With respect to min f (x)
(where min is to minimize and f (x) is the objective func-
tion), let ei = (0, . . . , 0, 1, . . . , 0)T , i = 1, 2, . . . , m and
ei denote unit vector and m denote m-direction of the axis.
yi (i = 1, 2, . . . , m) is used to indicate a starting point search
in the direction of the i th axis ei .

Step 1: Select the initial point x1, initial step length χ > 0
(here, χ is a m-dimensional vector rather than a
numerical value), acceleration factor η ≥ 1, increase
rate of step length λ > 1, decrease rate of step
length β ∈ (0, 1). ε is the accuracy requirement. Let
Cpso, σpso, the search loop step number k = 1 · xk is
used to denote the kth base point.

Step 2: Start the axial search mode. In every axial search,
there are two search directions: one is along
the positive direction (+ei ) of the axis and the
other is the opposite (–ei), i = 1, 2, . . . , m.
Compare the value of f (yi + χ(i)ei ) = fi1

Fig. 4. Flow diagram of the proposed VSPS algorithm.

(positive direction), f (yi − χ(i)ei ) = fi2 (negative
direction) and f (yi ) = fi3. If fi1 < fi3 ≤ fi2
or fi1 < fi2 < fi3, let yi+1 = yi + χ(i)ei

and χ = χ × λ (the search along the positive
direction of the axis is effective); if fi2 < fi3 ≤ fi1
or fi2 < fi1 < fi3, letyi+1 = yi − χ(i)ei

and χ = χ × λ (the search along the negative
direction of the axis is effective); else let yi+1 = yi

and search along another axis. The search should
be along m axes and a value of f (ym+1) is
obtained. An example is shown in Fig. 5(a) in a
2-D coordinate system. x1 and x2 are base points,
y1,y2,y3 are points found by axial search and pattern
search, e1 and e2 are unit vectors, and O is the origin
of the coordinate.

Step 3: If f (ym+1) ≥ f (xk) (it means axial search mode
fails and that process should be repeated until it
succeeds), go to Step 4. If f (ym+1) < f (xk), go
to Step 5.
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Fig. 5. Axial search and PS in a 2-D coordinate system.

Step 4: Decrease the step size χ = χ × β and go back
to Step 2.

Step 5: Start the PS mode. Let xk+1 = ym+1 and the
direction of (xk+1 − xk) is probable to decrease
the function value. Therefore, PS will be along that
direction, which is y1 = xk+1 + η × (xk+1 − xk)
[shown in Fig. 5(b) in 2-D coordinate system].

Step 6: Do the same as Step 2 [shown in Fig. 5(c) in
a 2-D coordinate system].

Step 7: Let k = k + 1. If f (ym+1) < f (xk) (it means the
PS mode is successful and another PS mode can
begin with an acceleration at the point of ym+1

obtained in Step 6), go to Step 9. If f (ym+1) ≥
f (xk) (it means PS mode is failed and another
iteration of VSPS can begin at the point of ym+1

obtained in Step 2), go to Step 8.
Step 8: Reduce the step size χ(χ = χ ×β, η = η ×β), and

go back to Step 2.
Step 9: Increase the step size χ = χ ×λ, and go to Step 10.

Step 10: If χ < ε, i ∈ [1, m], then stop. If not, go back
to Step 2.

The VSPS algorithm improves the optimization process of
detecting move by enabling the detection of step length in each
direction to change differently according to the variations of
objective function value in all directions, which makes the
search direction closer to the optimal pattern in the descent
direction. The acceleration factor is shrinking with the search
conducted, which is helpful to search more in detail and is not
easy to skip the optimal point.

V. CASE STUDIES

A. Case 1: Engine Block Top Surface

This section validates the proposed classification system
based on measurement data from engine block top surfaces.
The measurement is conducted by a laser holographic interfer-
ometer (ShaPix Detective [52]), which is capable of gathering
up to one million data points over a surface area of 300 ×
300 mm2 within 1 min. The basic height (Z ) accuracy of it is
1 μm, while the lateral (X , Y ) resolution is around 0.3 mm.

Six surface samples are selected from different engine
blocks (shown in Fig. 6) manufactured in different conditions.
It is apparent that surface samples 1–3 (called set A) are
machined in one condition, while surface samples 4–6 (called
set B) are machined in another condition. ShaPix is used to

Fig. 6. Engine cylinder block.

scan these six surfaces and collect 3-D coordinate data from
each surface. Two samples of the color-coded measurement
results from each data set are shown in Fig. 7.

It is obvious that the height of both sets decreases from
left to right while the former set has a larger fluctuation range
in the surface than the latter. As the car engine block is a
critical functional part, low precision will lead to poor engine
performance such as leakage or bore distortion. Therefore, it
is imperative to identify the defective blocks from the normal
ones through classification.

B. Feature Extraction
Data could be obtained by ShaPix over an entire sur-

face containing about 790 000 points and it is necessary to
extract representative features first. Several square areas are
selected, for example, 20 (shown in Fig. 8), with the size
of 128 by 128 over an area of 16 384 mm2 to replace the
whole surface. In addition, the selected areas should be the
places with no holes on the surface and should be of the same
location of each surface. These locations cover most critical
areas that impact the surface functional performance during
assembly.

To simplify the illustration, six patches of the same location
from the six initial surfaces are selected, which are used as
the input for NSCT. Fig. 9 shows the six surfaces chosen for
classification. Surfaces 1–3 exhibit a similar pattern in spatial
data and surfaces 4–6 exhibit a different spatial distribution in
height data. This is evident as the former three surfaces are
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Fig. 7. Two samples of the color-coded measurement results from data sets A and B.

Fig. 8. Optimization of small surface samples through a grid chart.

from one set, while the latter three are from another. And it
is also apparent that surfaces in different sets look different
because they are machined by tools in different conditions.

To extract features, we first partition each surface into
4 × 4 = 16 equal small surfaces with a size of 32 by 32 over
an area of 1024 mm2. As there are six original surfaces,
we can get 16 × 6 = 96 samples. Then three-level NSCT
decomposition is applied to extract feature vectors, which
contains the means and standard deviations of every coefficient

Fig. 9. Six surfaces selected from sets A and B.

matrix of the wavelet sub-bands. Then, the final output of
feature extraction is a matrix containing 96 56-D feature
vectors.
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TABLE I

CCP OF FOUR TYPES OF KERNEL FUNCTIONS

Fig. 10. Generation of training samples and testing samples.

C. Classification Results

In Fig. 10, 1–16 represents 16 surface samples. In terms of
each original surface sample, eight circled surface samples are
randomly selected as training samples and the other eight ones
are testing samples.

Since there are six surfaces in this case, the total number of
training samples and testing samples are both 6×8 = 48. As to
the selection of the kernel function, there are four common
kernel functions: 1) linear kernel function; 2) polynomial
kernel function; 3) RBF; and 4) sigmoid kernel function.
In fact, the RBF is the most widely used kernel function and
the reasons are as follows: 1) the RBF can realize the nonlinear
mapping; 2) the number of parameters that affects the model
complexity in the RBF is few; and 3) RBF kernel has less
numerical difficulties.

Table I shows the correct classification percentage (CCP)
for the four types of kernel functions. The results represent
that the CCP of the RBF is the highest and it is reasonable to
be chosen as the kernel function of the SVM. It is, however,
worth noting that although the kernels presented in Table I are
the most popular, multiple other functions (such as Laplace
and Fourier) can also be used for the classification task as
well. This paper focuses on the optimization of parameters
of the SVM rather than the selection of kernel functions, and
therefore, other types of functions are not compared here.

The level of NSCT has an effect on the classification
accuracy. To study the influence of different decomposition
levels on the classification accuracy, levels from 2 to 5 are
adopted, respectively. For the purpose of comparison, each
level of NSCT implemented to extract features should use the
same data set. The final classification results of each level are
shown in Fig. 11.

Fig. 12 shows the classification results for the six engine
cylinder block surfaces (surface areas are of the same location
from each surface).

Fig. 11. CCPs using NSCT with different levels.

Fig. 12. Classification results of the proposed adaptive SVM-based system.

To obtain a more accurate result, the experiment is repeated
30 times. The CCP is used as an evaluation index. The
proposed system finds the CCP of 93.75% repeatedly (19/30 in
the experiments), which shows good performance of stability.
The average CCP is 92.22%.

Table II presents the final results of 30 experiments by
the proposed adaptive SVM-based classification system, which
contains the classification accuracy and corresponding parame-
ter combination. It can be seen that although the accuracies
are the same, the parameter combinations are quite different.
The detailed analysis will be discussed in the following
section.

To analyze the time duration of the proposed algorithm,
it was implemented in the MATLAB R2012b programming
environment on a PC with Intel Core2 Duo T6600 CPU
running Windows 7. The typical time complexity of the SVM
is between O(Nsv3 +LNsv2 +dLNsv) and O(d L2), in which
Nsv is the number of support vectors, L is the number
of training samples, and d is the dimensional number (the
original dimensional number that has not been mapped to high-
dimensional space) of each sample. The time complexity of
APSO-VSPS is max {OAPSO, OVSPS} = OAPSO = N∗m∗TT ,
in which N is the number of particles, m is the maximum
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TABLE II

RESULTS OF THE PARAMETERS AND CCP BY THE PROPOSED ADAPTIVE SVM-BASED SYSTEM

TABLE III

COMPUTATIONAL TIME OF THE PROPOSED METHOD

number of Iterations, and TT TT is the computational time of
each particle in every iteration.

To evaluate the actual duration of the implemented
algorithm, statistical methods including mean and standard
deviation values are used. The former determines the most
probable execution time, while the latter gives the infor-
mation about the size of outlayers caused by the operating
system’s work regime [53]. The training time, testing time,
and parameters optimization time of the presented method in
this case study are given as follows, both of which are the
average of 30 times. The time spent on feature extraction is
also provided in Table III. The total implement time cost is
about 7.1745 s.

TABLE IV

CCP BY DIFFERENT PARAMETER COMBINATIONS OF C AND σ

D. Sensitivity Analysis

1) Sensitivity Analysis of the Range of Parameters in
APSO-VSPS: Table IV presents that the optimization of para-
meters has a great impact on the classification performance.

The parameter of the penalty coefficient (C) controls the
extent of the punishment for classifying wrong samples and the
value of C denotes the degree of punishment for misclassified
samples. If value of C tends to infinity, all constraints must
be satisfied, which means that all the training samples should
to be correctly classified and would result in the complexity
of the classification of hyperplane and intensive computation.
From Table IV, it can be seen that the classification accuracy
shows a trend that it first increases and then decreases on
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TABLE V

FREQUENCY OF THE CCP BY APSO-VSPS ALGORITHM

the whole with the increasing value of the penalty coeffi-
cient (C). The selection of C is a compromise since the
optimal number of support vectors and CCP can be obtained
when C reaches a certain value; if value of C continues
to increase, it will only add the training time and have no
improvement for the performance of SVM. The experiments
with the σ parameter show that as long as it tends to be
zero and the vector of Lagrange multiplier is nonnegative, all
training samples are support vectors and the SVM classifier
classifies the whole training set correctly. If σ tends to be
infinite, which indicates that more training samples will be
in the interval (between two different classes of data) or be
misclassified, the classification accuracy of training samples
by SVM is zero, and SVM classification performance will
drop substantially since all the samples are classified as the
same class. If value of σ is appropriate, the number of support
vectors can decrease and the ability to classify test samples
will be greatly enhanced. Therefore, choosing the appropriate
parameter combination together can construct a classifier with
high performance. Besides, for datasets obtained from different
kinds of workpiece surfaces, the parameter combination should
be reoptimized because the ranges are not the same.

2) Sensitivity Analysis of the Step Length of Pattern Search
in APSO-VSPS: If the length of the step size during the normal
PS is the same in all directions, the deviation between the
direction of pattern movement and optimal descent direction
is large, limiting the convergence speed and accuracy. Thus,
a nonmonotonic and VSPS method is adopted to change the
step length and make the direction of the pattern move closer
to the optimal descent direction. However, the initial step
length should be selected appropriately as large step length
may lead to a skip out of the optimal point and small step
length may lead to a stuck in local convergence that is not
globally optimal. Table V represents the frequency of the CCP
by APSO-VSPS with different lengths of step size (operation
for 30 times totally).

3) Comparison Analysis for APSO, APSO-PS, and
APSO-VSPS: Table VI presents the comparison of APSO,
APSO-PS, and APSO-VSPS in the aspects of maximum,
minimum, and average and standard deviation of the CCP.

From Table VI, it can be seen that the CCP of
APSO-VSPS is much higher than that of APSO since
PS performs well in local search, which does good to the
performance of global search by APSO. Besides, it also
can be seen that although the standard deviation, and max-
imum and minimum CCPs of APSO-PS are equal to those

TABLE VI

COMPARISION OF APSO, APSO-PS, AND APSO-VSPS

TABLE VII

CCP OF THE STANDARD SVM

TABLE VIII

CCP OF THE PROPOSED ADAPTIVE SVM METHOD

of APSO-VSPS, the average CCP of APSO-VSPS is higher
than that of APSO-PS because APSO-VSPS adopts VSPS,
which is uneasy to step out of the primal point. Therefore,
APSO-VSPS can perform better. According to the compar-
isons, APSO-VSPS is superior to APSO and APSO-PS.

E. Comparisons of the Proposed Adaptive SVM Method
and Other Methods

1) Comparison of the Standard SVM and Proposed Adaptive
SVM Methods: Weka [54] with Libsvm toolbox [55] is chosen
as a software tool for computation. The standard SVM is
used to classify the six patterns that represent for six different
surfaces (1–3 belong to set A while 4–6 belong to set B) in
detail. Here, the default parameters of C = 1, σ = 0 are
selected for the standard SVM. Tables VII and VIII show
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Fig. 13. Height map of two different cylinder heads. (a) New cylinder head. (b) Used cylinder head.

the results of CCPs of the standard SVM and the proposed
adaptive SVM, respectively.

According to Table VII, classifications of several patterns
are entirely correct and the final classification result is the
average CCP of six patterns. There also exists a phenomenon
that misclassification is more likely to occur in the same set
as they are too similar to differentiate.

Comparing Table VII to Table VIII, it can be observed that
the classification result of the proposed adaptive SVM method
is 6.25% higher than that of the standard SVM and proposed
adaptive SVM methods can increase the classification accuracy
of misclassified patterns in Table VII to some extent. It is
also apparent that the proposed adaptive SVM method can
improve the CCP of patterns with much misclassification
(pattern 3 with two misclassifications and pattern 4 with
four misclassifications), but it cannot improve the CCP of
misclassified patterns to 100%.

Fig. 14. Eight locations selected from the surface.

2) Comparison of the Proposed Adaptive SVM Method
and Other Classification Methods: There are several other
classic classification methods such as bagging-SVM [56],
random subspace-SVM [57], naive Bayesian [58],
Adaboost.M2-SVM [59], logistic regression [60],
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Fig. 15. Height map of two different cam carriers. (a) New cam carrier. (b) Used cam carrier.

neural network [61], fuzzy logic [62], and rough sets [63].
The performances of some methods are greatly affected by
their parameters and architectures. For instance, rough sets
require setting discretization and reduction methods, and
neural network has several specific architectures (multilayered
perceptron, RBF network, etc.) to choose. Due to limited
space, the comparisons with the rough sets and neural network
methods are not provided in this paper. The classification
results of the other strategies are shown in Table IX.

According to Table IX, it can be observed that the proposed
adaptive SVM method outperforms other methods in most
of the 30 cases and the proposed adaptive SVM method
achieves the highest average CCPs in all the methods. This
proves that the proposed adaptive SVM method has a better
performance comparing with those commonly used methods.
Due to a large production volume in engine production, an
improvement of 1% in CCP could lead to a significant savings
of cost incurred by potential scraps.

F. Case 2: Cylinder Head Cover Surface

The second workpiece surface is the surface of a cylinder
head made of aluminum alloy. The height map of the

TABLE IX

CCP OF DIFFERENT STRATEGIES (AVERAGE OF 30 TIMES)

two different (new and used) surfaces is shown in Fig. 13
and the units of the x-axis, y-axis, and height are millimeters.
Eight locations are selected (locations 1–8, shown in Fig. 14)
from the surface with the same size and then eight small
surfaces are obtained.
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Fig. 16. Eight locations selected from this surface.

TABLE X

CCP OF THE PROPOSED ADAPTIVE SVM METHOD

To classify the cylinder head cover surfaces, the proposed
adaptive SVM-based classification method is adopted and
the same process should be done as shown in case 1. The
classification accuracy is 95.83%, which is higher than that
of case 1 since the samples in this case are more apparent
in difference. An optimal set of parameters is C = 214.28,
σ = 6.91. Table X presents the classification results
of the proposed adaptive SVM-based classification system,
where patterns 1–6 represent six different surfaces (1–3 from
one set and 4–6 from another).

G. Case 3: Pump Valve Plate Top Surface

The third workpiece surface is the surface of a cam carrier.
The height map of the two different (new and used) surfaces is
shown in Fig. 15 and the units of the x-axis, y-axis, and height
are millimeters. Eight locations are selected (locations 1–8,
shown in Fig. 16) from the surface with the same size and
then eight small surfaces are obtained.

To classify the cam carrier cover surfaces, the proposed
adaptive SVM-based classification system is adopted and the
same process should be done as shown in Case 1. The classifi-
cation accuracy is 93.75% and an optimal set of parameters is
C = 91.54, σ = 4.05. Table XI presents the classification

TABLE XI

CCP OF THE PROPOSED ADAPTIVE SVM METHOD

results of the proposed adaptive SVM-based classification
system, where patterns 1–6 represent six different surfaces
(1–3 from one set and 4–6 from another).

VI. CONCLUSION

A novel adaptive system based on SVM is proposed to
classify workpiece surfaces using HDM. In this classification
system, an NSCT is first used to extract features and an
adaptive SVM-based classification method is proposed, which
consists of the selection of appropriate parameters C and σ
to build a SVM classifier for the purpose of classification.
Three case studies are conducted to evaluate the classification
performance. The results demonstrate that the proposed adap-
tive SVM-based classification system can not only enhance
the capability of APSO algorithm in global search but also
reduce the likelihood that the identified solution being trapped
in local optimum. The proposed adaptive SVM-based classifi-
cation system is effective and efficient in the classification of
workpiece surfaces.

The proposed adaptive SVM-based classification system can
be applied in the following three aspects.

1) Process Monitoring: The proposed system shows a good
classification performance in workpiece surface. If the
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categorized defective workpieces account for a high
proportion of the total amount, it is likely that problems
exist in the manufacturing process.

2) Fault Diagnosis: The proposed system can be applied
to classification and recognition of the fault types of
detected faults by taking advantage of clear physical
explanation of the workpiece surface classes one prac-
titioner has created.

3) Machine Tool Condition Prediction: Classification of
workpiece surfaces provides an important indicator of
abnormal machine tool conditions, such as chatter, wear,
and breakage. A classifier built by the proposed sys-
tem can classify the workpiece surfaces machined by
machine tool under abnormal conditions into different
classes and a certain class is corresponded to a certain
condition of machine tool. Once a workpiece surface
machined by a certain tool is classified as one class with
known conditions, the machining tool condition can be
predicted for diagnosis.

There is a limitation in the proposed system. The parameters
of SVM classifier need to be optimized again with the pro-
posed system when classifying another new kind of workpiece
surfaces, which means that the proposed system could not
provide a constant SVM classifier that is optimal for different
kinds of workpiece surfaces.
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